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Abstract 
 
In recent years, deep learning techniques have achieved tremendous successes in natural 
language processing, speech recognition and image processing. Collaborative filtering(CF) 
recommendation is one of widely used methods and has significant effects in implementing 
the new recommendation function, but it also has limitations in dealing with the problem of 
poor scalability, cold start and data sparsity, etc. Combining the traditional recommendation 
algorithm with the deep learning model has brought great opportunity for the construction of 
a new recommender system. In this paper, we propose a novel collaborative 
recommendation model based on auxiliary stacked denoising autoencoder(ASDAE), the 
model learns effective the preferences of users from auxiliary information. Firstly, we 
integrate auxiliary information with rating information. Then, we design a stacked denoising 
autoencoder based collaborative recommendation model to learn the preferences of users 
from auxiliary information and rating information. Finally, we conduct comprehensive 
experiments on three real datasets to compare our proposed model with state-of-the-art 
methods. Experimental results demonstrate that our proposed model is superior to other 
recommendation methods.  

Keywords: Auxiliary information, collaborative filtering, data sparsity, recommender 
system, stacked denoising autoencoder  
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1. Introduction  

With the increasing amount of information on the Internet, it has become increasingly 

difficult to find valuable and relevant information from vast amounts of data [1-2]. 
Recommender systems [3-6] have become effective tool to solve the problem of information 
overload by analyzing user's historical ratings, mining potential user preferences, and 
providing personalized recommendation services. In recent years, it has received extensive 
attention from academic and industrial. It has been applied in many fields, such as Amazon 
and Taobao, Netflix, Last.fm, Google, etc. [7] These Internet applications or e-commerce 
platform by the deployment of recommender systems, one aspect, it satisfies customer's 
individualized needs and reduces the problem of information overload. On the other hand, it 
increases user's loyalty and company's profits.  

In recommender systems, collaborative filtering(CF) [8-11] methods are the most widely 
used recommendation techniques. CF methods predict user preferences by analyzing user's 
historical feedback information. Because CF methods only need user’s feedback information 
and do not require user’s profile information, CF methods are independent of specific 
application domain and can be generalized to different application domains. However, there 
are serious problems such as data sparsity and cold start in CF methods [12]. Data sparsity 
causes CF methods cannot calculate the similarity accurately between users or items, so 
seriously affects the predictive accuracy. Cold start problem refers to the fact that CF 
methods cannot find similar user or item accurately due to few rating data related to newly 
registered user and newly added item, and thus cannot provide personalized 
recommendations for newly registered users, or newly added items [13-15]. Recently, some 
hybrid recommendation methods [16] have been proposed by fusing auxiliary information such 
as users or items side information with CF methods.  

Nowadays, deep learning has been applied in recommender systems [17]and achieved great 
successes. Deep learning can automatically extract low-level features from multi-source 
heterogeneous data and combine them into high-level features with higher representation. 
During this low-to-high learning process, the features change from sparse to dense, the hidden 
rules in the data will be automatically mined, which solves the problem of manual feature 
extraction in traditional recommender systems. Deep learning can take multi-source 
heterogeneous data as input and map different data to the same relatively low-dimensional 
feature space through an end-to-end non-linear deep neural network structure framework, 
thereby obtaining a unified low-dimensional representation of the data. On this basis, fusion 
with traditional recommendation algorithms can effectively utilize heterogeneous auxiliary 
information from multiple sources to alleviate the cold start and data sparsity problems in 
traditional recommender systems. 
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Autoencoder is one of the most representative deep learning methods for effectively learning 

user's preference, especially stacked denoising autoencoder (SDAE), have strong feature 
representation learning capabilities. They are mainly used to learn the latent feature 
representation of users or items through rating information of users or items in hybrid 
recommender systems based on autoencoders, then incorporate the latent feature representation 
into traditional recommender systems. Wang et al. [18] proposed autoencoders(AE) to 
perform CF recommendation by explicit data and Strub et al. [19] also used autoencoder(AE) 
to perform CF recommendation by implicit data. A collaborative denoising 
autoencoder(CDAE) model was proposed by Wu et al. [20] to perform CF recommendation. 
A correlative denoising autoencoder (DAE) model was proposed by Pan et al. [21] to 
perform CF recommendation by fusing ratings and trust information.  

Although those methods achieve great recommendation performance, there are still exist 
the data sparsity and cold start problem. Those methods are difficult to learn user’s 
preferences accurately by only using single information as input. In order to alleviate these 
problems, auxiliary information can be used as supplement to rating information to improve 
the recommendation performance. 

To make best use of auxiliary information, we proposed a novel collaborative filtering 
recommendation model based on auxiliary stacked denoising autoencoder(ASDAE) which 
integrates auxiliary information with rating information as inputs to improve the accuracy of 
recommendation. The main contribution of this paper includes: 

1) We proposed a novel method named auxiliary stacked denoising autoencoder based 
collaborative filtering recommendation, which integrates auxiliary information with 
rating information as inputs and learns effective user’s preferences accurately.  

2) Compared to the previous works, we make the best use of autoencoder model by 
fusing auxiliary information with rating information into SDAE, this model can 
significant alleviates the cold start problem and data sparsity problem. 

3) In order to validate the performance of our proposed model, we conduct comprehensive 
experiments on three datasets (MovieLens-100K, MovieLens-1M and Epinions) to make 
comparisons with state-of-the-art recommendation methods. Experimental results 
demonstrate that our proposed model is superior to other baseline methods. 

The paper is organized as follows. we first give a brief overview of related literatures of 
autoencoders in Section 2. Then, we detail our proposed model completely in Section 3. 
Next, we describe and analyze experimental results in section 4. Finally, Section 5 concludes 
our work and outlines potential future work.  

 
 
 
 

http://grouplens.org/datasets/movielens/100k
http://grouplens.org/datasets/movielens/1m
http://www.trustlet.org/datasets/
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2. Related Work 

In this section, we mainly introduce autoencoder(AE), denoising autoencoder(DAE) and 
stacked denoising autoencoder (SDAE). 
 

2.1 Autoencoder  

In 1986, Rumelhart et al. proposed autoencoder [22] (AE) for processing of high 
dimensional complex data. AE is an unsupervised machine learning algorithm that 
reconstructs the input data through two processes (Encoder and Decoder) to learn the latent 
feature of data. AE is a non-cyclic feedforward three-layer neural network structure: an input 
layer, a hidden layer, and an output layer, where the output layer and the input layer are the 
same size. Reconstruction is defined as the error between the input data and the output data 
is as small as possible, which forces the hidden layer to learn a good latent representation of 
the input data. Fig. 1 shows the structure of autoencoder. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The structure of AE 
 

AE mainly consists of the following two processes: 
1) The encoding process from the input layer to the hidden layer: 
 

𝑧𝑧 = 𝑔𝑔(𝑊𝑊𝑊𝑊 + 𝑏𝑏)                                                                (1)  
 

2) The decoding process from the hidden layer to the output layer: 
 

𝑦𝑦 = 𝑓𝑓(𝑊𝑊′𝑧𝑧 + 𝑏𝑏′)                                                             (2)  
 

Where𝑥𝑥,𝑦𝑦 and 𝑧𝑧 are the input data, the reconstruction of input data and the hidden 
representation of input data, respectively. 𝑊𝑊 and 𝑊𝑊′ are the weight matrix, 𝑏𝑏 and 𝑏𝑏′ are 
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the bias vector. 𝑔𝑔(∙)  and 𝑓𝑓(∙) are the activation function. If 𝑊𝑊=𝑊𝑊′, the weights are called 
the tied weights. It can be seen that the transformation between layers are "linear 
transformation" + "non-linear activation". The goal of AE is to make reconstruction of the 
input data, so its loss function combined with different data forms can be mean squared error 
(MSE) or cross entropy.  

The objective loss function of AE can be defined as (3) or (4). 
 

𝐿𝐿𝐴𝐴𝐴𝐴 = ∑ ‖𝑦𝑦𝑖𝑖 − x𝑖𝑖‖22𝑛𝑛
𝑖𝑖=1                                                                       (3)  

 
𝐿𝐿𝐴𝐴𝐴𝐴 = −∑ (x𝑖𝑖 log𝑦𝑦𝑖𝑖 + (1 − x𝑖𝑖) log(1 − 𝑦𝑦𝑖𝑖))𝑛𝑛

𝑖𝑖=1                         (4)  
 
Where x denotes the input data, y represents the reconstruction of input data, n denotes the 
number of input data. 

2.2 Denoising Autoencoder  

Vincent et al. [23] proposed denoising autoencoder(DAE). Its’ main idea is: based on the 
reconstruction of the original input data, it is also desirable to encode and decode added 
noising data, then output noiseless data, i.e., based on autoencoder, training the corrupted 
data to reconstruct the raw data. DAE deliberately corrupts the data which input to the 
network.  

For example, the inputs x and its corrupted version 𝑥̅𝑥 by adding Gaussian noise to the 
data or erasing certain dimensions of the data; then, AE maps 𝑥̅𝑥 to z by encoder 𝑔𝑔(∙) , 
reconstructs 𝑥𝑥 by decoder 𝑓𝑓(∙) and produces reconstruction 𝑥𝑥�, i.e., 𝑥𝑥� = 𝑓𝑓(𝑔𝑔(x�)). Where 
𝑔𝑔(∙)  and 𝑓𝑓(∙) denote encoding and decoding functions, respectively, usually non-linear 
activation function. Fig. 2 shows the structure of DAE. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 2. The structure of DAE 
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Mean square error(MSE) or cross entropy can be used as loss function. Intuitively, DAE 
can resist the pollution of raw data to a certain extent, that is, the learned feature 
transformations are more robust. The goal of DAE is to minimize the loss function to 
minimize the error between the reconstructed data and the clean input data. The objective 
loss function of DAE can be defined as (5) or (6).   

 
𝐿𝐿𝐷𝐷𝐷𝐷𝐷𝐷 = 𝛼𝛼∑ (𝑥𝑥𝑖𝑖 − x�𝑖𝑖)2𝑖𝑖∈𝐼𝐼(x�) + 𝛽𝛽 ∑ (𝑥𝑥𝑖𝑖 − x�𝑖𝑖)2𝑖𝑖∉𝐼𝐼(x�)                          (5)  
 
𝐿𝐿𝐷𝐷𝐷𝐷𝐷𝐷 = 𝛼𝛼�−∑ [𝑥𝑥𝑖𝑖 log x�𝑖𝑖 + (1 − 𝑥𝑥𝑖𝑖) log(1 − x�𝑖𝑖)]𝑖𝑖∈𝐼𝐼(x�) �                   
+𝛽𝛽�−∑ [𝑥𝑥𝑖𝑖 log x�𝑖𝑖 + (1 − 𝑥𝑥𝑖𝑖) log(1 − x�𝑖𝑖)]𝑖𝑖∉𝐼𝐼(x�) �                            (6)  
 
Where 𝛼𝛼  and 𝛽𝛽  are hyperparameters, the parameter 𝛼𝛼  and 𝛽𝛽  reweight the prediction 
errors and reconstruction errors, respectively. 𝐼𝐼(x�)  represents the set of corrupted 
components of x. 

2.3 Stacked Denoising Autoencoder  

In general, the ability of DAE to characterize complex problems is limited. The depth model 
learns the deeper representation of the original data layer by layer, and often can effectively 
extract effective information, and the number of model network layers is negatively 
correlated with the degree of abstraction of features. Therefore, stacking multiple DAE 
models into a depth model can better understand the hidden layer representation of the input 
data. SDAE [24] can learn the representation of the corrupted input data through learning to 
predict the clean input data. Such a model is called stacked denoising autoencoder(SDAE). 
The structure of SDAE is shown in Fig. 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. The structure of SDAE 
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From Fig. 3, we can see that the output of first level DAE hidden layer is learned by 

encoder 𝑔𝑔𝑒𝑒
(1), then it is used as input to train the second level DAE, and so on. Finally, using 

the real value of x and the reconstruction value 𝑥𝑥� to conduct supervised learning, then 
further fine-tuning the parameters of the entire network. SDAE uses the layer-wise 
unsupervised pre-training method to train the network.  

The specific process is described as follows: 
Step1 Given the initial input, train the first level of DAE in an unsupervised manner, 

reducing the reconstruction error to a threshold which set before.  
Step2 Use the output of the first DAE hidden layer as the input to the second level DAE 

and train the DAE in the same way as above. Repeat this step until all DAEs are initialized. 
Step3 Output the hidden layer of the last DAE as a hidden layer of the entire model. 
The objective loss function of SDAE can be defined as: 

𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = ∑ ‖𝑥𝑥𝑖𝑖 − x�𝑖𝑖‖22𝑛𝑛
𝑖𝑖=1 + 𝜆𝜆

2
(∑‖𝑊𝑊‖22 + ∑‖𝑏𝑏‖22 )             （7）  

Where 𝜆𝜆 denotes the regularization parameter, 𝑊𝑊 denotes the weight matrix, 𝑏𝑏 represents 
the bias vectors. 

3. Methodology  

In this section, we describe our proposed model completely. Firstly, we introduce the 
framework of our proposed model. Secondly, we integrate auxiliary information with rating 
information into SDAE. Finally, we present ADAE process by integrating auxiliary 
information and rating information.    

3.1 The Framework of ASDAE   

We proposed a novel approach called auxiliary stacked denoising autoencoder(ASDAE) 
based collaborative filtering, which integrates auxiliary information with rating information 
as inputs. The framework of ASDAE model as shown in Fig. 4. The red balls and blue balls 
represent auxiliary information and rating information respectively. Be different from 
traditional SDAE, we integrate auxiliary information with rating information into SDAE, 
alleviate the cold start problem and learn effective user’s preferences accurately.   
ASDAE model is based on SDAE, randomly discards certain elements in the input vector x 
to obtain the corrupted version 𝑥̅𝑥, and then uses 𝑥̅𝑥 to reconstruct the input vector x. There 
are two methods to make corruption, one is to add Gaussian noise, the other is to add 
mask-out noise. In this paper, we use mask-out noise to make corruption, i.e. randomly set 
each of the dimensions of x to 0 with a probability q: 𝑝𝑝(𝑥̅𝑥 = 𝑥𝑥/(1 − 𝑞𝑞)) = 1 − 𝑞𝑞  or 
𝑝𝑝(𝑥̅𝑥 = 0) = 𝑞𝑞. The main idea of ASDAE is "a good feature can be obtained robustly from 
the corrupted input, and it can reconstruct the uncorrupted input". ASDAE can reduce the 
interference of invalid features. 
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Fig. 4. The framework of our proposed method 

 
We adopt an unsupervised layer-by-layer greedy training algorithm to train ASDAE, 

which is an effective method for training deep neural networks. The main idea of 
layer-by-layer greedy training is layer-by-layer training and overall fine-tuning, that is, we 
train only one layer of ASDAE at a time, and fix the parameters that have been trained, and 
then train the next layer; when we initialize the weights of ASDAE which obtained by 
training each layer of ASDAE separately after the training process of the nth layer of 
ASDAE is completed. We use the output of nth layer of ASDAE as the reconstruction rating 
vector x, and then utilize the optimization objective function (9) to fine-tune the parameters 
of the entire network by using the back-propagation algorithm. After the training process of 
ASDAE is completed, the output of ASDAE is used as the robust features of the original 
input samples.  

3.2 Integrating Auxiliary Information with Rating Information  

CF method has been widely used in recommender system for the reason of easy to 
implement and not limited by specific domain knowledge. However, CF method only makes 
use of user-item rating information, and it is very sparse, it suffers from data sparsity 
problem. Furthermore, for new user or new item, CF cannot find similar users or items only 
by the rating information. Cold start problem seriously affects the recommendation 
performance. Therefore, if we have more information about users or items besides rating 
information, we can greatly improve the recommendation accuracy. Thus, in order to 
improve the recommendation accuracy, we integrate auxiliary information with rating 
information into SDAE. We append auxiliary information to rating information as inputs 
and inject auxiliary information to hidden layer of the SDAE. Appending auxiliary 
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information to rating information as inputs to the SDAE can alleviate data sparsity and 
injecting auxiliary information to hidden layer of the SDAE can enhance the latent 
representation. Fig. 5 shows appending auxiliary information to rating information as inputs 
and injecting auxiliary information to every layer of the SDAE. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. The schematic diagram of fusing process 

 
The predicted ratings are the representation of the output layer. Defined as in  

𝑅𝑅�(𝑖𝑖) = 𝑓𝑓�𝑊𝑊𝐿𝐿 ∙ 𝑔𝑔��∙∙∙ 𝑊𝑊1 ∙ 𝑔𝑔(�𝑟𝑟(𝑖𝑖);𝑎𝑎𝑖𝑖� + 𝑏𝑏1) ∙∙∙�,𝑎𝑎𝑖𝑖� + 𝑏𝑏𝐿𝐿�                     (8)  
Where 𝑅𝑅�(𝑖𝑖) represents the predicted rating of user i, �𝑟𝑟(𝑖𝑖);𝑎𝑎𝑖𝑖� denotes concatenation of 
𝑟𝑟(𝑖𝑖) and 𝑎𝑎𝑖𝑖, 𝑊𝑊𝑙𝑙  denote the weight matrix, 𝑏𝑏𝑙𝑙 are the bias vectors, 𝑎𝑎𝑖𝑖 denotes the auxiliary 
information of user i, 𝑟𝑟(𝑖𝑖) denotes user i’s rating information, L denotes the number layers 
of ASDAE. 𝑔𝑔(∙)  and 𝑓𝑓(∙) denote non-linear activation function, in our approach, we adopt 
sigmoid function.   

In order to make best use of auxiliary information, Firstly, we concatenate rating 
information with auxiliary information as inputs to ASDAE. Then we inject auxiliary 
information to every hidden layer of ASDAE. Finally train ASDAE by backpropagation. 

We suppose ASDAE consists 6 layers, L0 is the input layer, the initial input data x is the 
combination of the rating matrix and auxiliary matrix, Lc is the output layer, L1, L2, and L3 

are used for dimensionality reduction compression, L4 are used for performing decoding. 
During layer-by-layer training, after the ith layer ASDAE training is completed, the weight 
of the ith layer is fixed, and the output 𝑔𝑔𝑒𝑒𝑖𝑖 (∙) and 𝑎𝑎𝑖𝑖 are concatenated as the input of the 
i+1 layer. After the training of all the layers is completed, the weight parameter set is 
obtained and as the initial weights of ASDAE. When the training of ASDAE is completed, 
the output of L3 is the latent feature of rating information. 
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3.3 Handing Sparse Rating Information  

The problem of sparsity of rating information has always affected the performance of 
recommendation, we use ASDAE to handle the missing ratings of rating information. The 
process of handling missing rating of ratings information as shown in Fig. 6.  
 
 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 6. The process of handling missing ratings of rating information 
 

Firstly, we add the masking noise to the rating information. In our approach, we set 
missing ratings of rating information to zero, then get a dense rating information.  

Secondly, we corrupt a small fraction of known ratings to zero, the corruption ratings 
simulate missing ratings in the training process of ASDAE.  

Thirdly, we disregard unknown rating's loss by using a specific loss function to prevent 
the backpropagated errors of unknown rating.  

Before backpropagation, we set missing ratings to zero error. The parameter 𝛿𝛿 and 𝜑𝜑 
are used for reweighting prediction errors and reconstruction errors, respectively. The 
parameter is a tuning parameter, which used for controlling the influence of adding noise. In 
order to emphasize the prediction of missing ratings over the reconstruction of known 
ratings, we set 𝛿𝛿 is larger than 𝜑𝜑.  

We define the training loss function as：  

ℒ = 𝛿𝛿 �∑ �ℎ��𝑟𝑟�(𝑖𝑖); 𝑎𝑎𝑖𝑖�� − 𝑟𝑟(𝑖𝑖)�
2

𝑖𝑖∈𝐼𝐼(𝑜𝑜)∩𝐼𝐼(𝑐𝑐) �                  

         +𝜑𝜑�∑ �ℎ��𝑟̃𝑟(𝑖𝑖);𝑎𝑎𝑖𝑖�� − 𝑟𝑟(𝑖𝑖)�
2

𝑖𝑖∈𝐼𝐼(𝑜𝑜)\𝐼𝐼(𝑐𝑐) �             

+ 𝜆𝜆
2
∙ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅                                                                       (9)  

Where ℒ denotes the loss function, 𝛿𝛿 and 𝜑𝜑 are used for reweighting prediction errors 
and reconstruction errors, respectively. 𝜆𝜆  represents the regularization parameter. 
Regularization adopts L2 norm to avoid overfitting. 𝑟𝑟(𝑖𝑖) denotes user i’s rating information. 
 𝑟̃𝑟(𝑖𝑖) denotes the corrupted ratings of user i’s rating information, 𝑎𝑎𝑖𝑖 denotes the auxiliary 
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information of user i, �𝑟̃𝑟(𝑖𝑖);𝑎𝑎𝑖𝑖�  represents concatenation of 𝑟̃𝑟(𝑖𝑖) and 𝑎𝑎𝑖𝑖 , ℎ(∙) denotes 
non-linear activation function, i.e., the output of ASDAE. 𝐼𝐼(𝑜𝑜) denotes user-item rating 
information, 𝐼𝐼(𝑐𝑐) denotes corrupted user-item rating information.  

In Equation (9), 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 = ∑‖𝑊𝑊‖22 +∑‖𝑏𝑏‖22, 𝑊𝑊 denotes the weight matrix 
of ASDAE, 𝑏𝑏 denotes the bias vectors. We initialize 𝑊𝑊𝑖𝑖,𝑗𝑗~�−1/√𝑛𝑛, 1/√𝑛𝑛�, and use batch 
stochastic gradient descent to optimize. The batch size is p. The process of updating 𝑊𝑊, and 
𝑏𝑏  are as follows: 

𝑊𝑊′ = 𝑊𝑊 − 𝜂𝜂
𝑝𝑝
∑ 𝜕𝜕𝜕𝜕��𝑟̃𝑟(𝑖𝑖);𝑎𝑎𝑖𝑖�,𝑊𝑊,𝑏𝑏�

𝜕𝜕𝜕𝜕
𝑝𝑝
𝑖𝑖=1                                            (10)   

𝑏𝑏′ =  𝑏𝑏 − 𝜂𝜂
𝑝𝑝
∑ 𝜕𝜕𝜕𝜕��𝑟̃𝑟(𝑖𝑖);𝑎𝑎𝑖𝑖�,𝑊𝑊,𝑏𝑏�

𝜕𝜕 𝑏𝑏
𝑝𝑝
𝑖𝑖=1                                               (11)  

Where 𝜂𝜂 represents the learning rate. 

3.4 Complexity Analysis  

In our approach, we use the open library TensorFlow to implement ASDAE and utilize batch 
stochastic gradient descent to optimize the ASDAE model. In our model, the inputs contain 
two kinds of information, i.e., user-item rating information and auxiliary information, so the 
sum of rating information and auxiliary information is the dimension of inputs. The time 
complexity of our model is 𝑂𝑂(𝑛𝑛(𝑚𝑚 + 𝑞𝑞)). Where n, m and q denote the number of users, 
the number of items and the number of auxiliary information, respectively. To sum up, our 
model has potential to scale up to large-scale data sets. 

3.5 Comparisons of AE, DAE, SDAE and ASDAE 

In our approach, we use SDAE to extract the latent feature of rating information and 
auxiliary information. Different from SDAE, besides inputting auxiliary information to the 
input layer, it's also been input to each hidden layer. We summarize the differences of AE, 
DAE, SDAE and ASDAE as shown in Table 1. 

Table 1. The comparisons of AE, DAE, SDAE and ASDAE 

 The input layer The hidden layer The output layer The main feature 

AE 
The 

high-dimensional 
input data 

One hidden layer 
The reconstruction 

of input data 

Extracts the latent feature 
by reconstructing 

the input data 

DAE 

The corrupted 
version of 

high-dimensional 
input data 

One hidden layer 
The reconstruction 

of original input 
data 

Forces the hidden layer to 
acquire more robust 
features and to prevent 
DAE from simply 
learning the identity 
function 
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4. Experimental Results and Analysis 

In this section, we detail and analyze experimental results. First, we introduce the datasets, 
then describe the baselines and experimental settings, followed by the evaluation metrics. 
Finally, the result and analysis of experiment are presented.  

4.1 Data Sets  

We use Epinions, MovieLens-100K, and MovieLens-1M as datasets to validate the 
performance of our proposed model. In Epinions, user can browse other user's ratings and 
reviews on products. Products are classified according to their category, such as movies, 
digital products, books and so on. In addition, some of users have trust relationships with 
others in Epinions. The trust relationship is directional and the trust value is binary in 
Epinions. Auxiliary information is the trust relationship of users. The trust relationship can 
be treated as matrix of user’s tags. Epinions contains 922 267 ratings, 22 166 users and 296 
277 items, and 355 813 trust relationships. The sparsity of the user-item rating matrix is 
99.986%.        

MovieLens-100K and MovieLens-1M contain information such as user’s ratings and 
auxiliary information (users’ age, sex, gender, occupation, and movies’ category). Auxiliary 
information for MovieLens-100K and MovieLens-1M is a tag matrix T. MovieLens-100K 
contains 943 users and 1 682 movies, 100 000 ratings. MovieLens-1M contains 6 040 users 
and 3 706 movies, 276 256 ratings. We extract users with ratings lager than 3 for training 
and testing. 

Since the huge dimensionality of the auxiliary information (exclude texts or pictures), we 
use matrix factorization to reduce the dimension of the matrix of tags or trust friendships. 
We adopt the method proposed by Yeung et al. [25] to directly learn the embedding of 
auxiliary information and utilize the left part of a matrix factorization of the tag matrix T. 
The movie category is represented by binary. Finally, we concatenate rating information 
with auxiliary information together. 

SDAE 

The corrupted 
version of 

high-dimensional 
input data 

Two or more 
hidden layers 

The reconstruction 
of original input 

data 

Stacks several DAEs 
together to get higher 
level representations 

ASDAE 

The corrupted 
version of 

high-dimensional 
input data and the 

auxiliary 
information 

Two or more 
hidden layers, and 
input the auxiliary 

information to 
each hidden layer 

The reconstruction 
of user-item rating 

matrix 

Stacks several DAEs 
together to reconstruct the 

user-item rating matrix 
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The experimental environment is: Intel Core i9-9900K processor, 5GHz, RAM-16GB, 
Windows10 operating system. 

4.2 Baselines and Experimental Settings  

To verify our proposed model, we select the following methods as baselines:  
1)PMF. Mnih and Salakhutdinov [26] proposed PMF, PMF represents probabilistic matrix 

factorization and only uses user-item rating matrix to generate recommendation. 
2)TrustSVD [4]. This method adds explicit trust information to SVD to improve 

recommendation performance and is widely used method for rating prediction.  
3)DAE. DAE [23] improves the recommendation accuracy by adding noise to AE, the 

method only uses user-item rating information as inputs.  
4) I-AutoRec. This method is a collaborative filter algorithm based on autoencoder 

proposed in [27], it trains one autoencoder per item and sharing the weights between 
the different autoencoders. 

5)CDAE [20]. This method injects users’ preference into hidden layer of SDAE to 
improve recommendation performance. 

6)CDL [25]. This method combines SDAE with probabilistic model for collaborative 
filtering and is a widely used algorithm. CDL achieves better recommendation 
performance. 

 
7)ASDAE. Our proposed method integrates rating information with auxiliary information 

as inputs to the SDAE. 
We randomly select 90% of the samples as training set and the remaining10% as test set. 

This random selection was performed 5 times independently and the average of 5 runs as the 
final result. We use batch stochastic gradient descent to optimize ASDAE and set the batch 
of size to 40. 

For fair comparison, we set the parameters for different methods to achieve optimal 
performance. Table 2 shows the parameter settings of perspective methods.  

Table 2. Parameter settings of respective methods  

Methods Parameter settings 

PMF 𝜆𝜆𝑈𝑈=𝜆𝜆𝑉𝑉=0.03, dim=50, η=0.05 
TrustSVD λ=0.9, 𝜆𝜆𝑡𝑡=0.5 

DAE 𝜆𝜆𝑈𝑈=𝜆𝜆𝑉𝑉=0.1, η=0.1, dim=300 
I-AutoRec λ=0.9, η=0.001 

CDAE λ=0.9, η=0.001, dim=50 
CDL λ=0.9, 𝜆𝜆𝑈𝑈 = 1, 𝜆𝜆𝑉𝑉 = 1000, η=0.001, dim=50, noise=0.3, 𝜆𝜆𝑤𝑤 = 0.0001 

ASDAE 𝛿𝛿 = 0.6, 𝜑𝜑 = 0.4, λ=0.6, η= 0.001, dim=50, noise=0.3, 𝜆𝜆𝑤𝑤 = 0.5 
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In our method, we use the sigmoid function as activation function, the layers of ASDAE is 
6-layers.  

4.3 Evaluation Metrics  

There are many different metrics used to measure the performance of recommendation, such 
as root mean squared error (RMSE), mean absolute error (MAE), and normalized mean 
absolute error (NMAE). In this paper, we use RMSE and MAE to evaluate the rating 
prediction performance. The smaller of these evaluation metrics, the better of the 
performance of recommendation. 
  The definition of RMSE is: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �∑ |𝑟𝑟𝑢𝑢𝑢𝑢−𝑟̂𝑟𝑢𝑢𝑢𝑢|2(𝑢𝑢,𝑖𝑖)∈𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
|𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡|                                       (12)  

Where 𝑟𝑟𝑢𝑢𝑢𝑢 and 𝑟̂𝑟𝑢𝑢𝑢𝑢 represent the actual and the predicted rating for user u on item i, 
respectively; |𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡| represent the number of ratings in test set. A lower RMSE represents a 
higher predictive accuracy.  

The definition of MAE is: 

𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑟𝑟𝑢𝑢𝑢𝑢−𝑟̂𝑟𝑢𝑢𝑢𝑢|(𝑢𝑢,𝑖𝑖)∈𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

|𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡|                                               (13)  

Regarding the top-k recommendation performance, we use the most commonly used 
evaluation metrics, such as Precision, Recall and F1_score. For the target user u, precision 
represents the probability that the top-k recommended items will hit in the test set. Recall 
represents the proportion of the set of k items recommended to user u that were actually 
liked. F1_score represents the harmonic mean of precision and recall. 

The definition of precision is:  

𝑃𝑃 = |𝑅𝑅(𝑢𝑢)∩𝑇𝑇(𝑢𝑢)|
|𝑅𝑅(𝑢𝑢)|                                                          (14)  

 
The definition of recall is: 

𝑅𝑅 = |𝑅𝑅(𝑢𝑢)∩𝑇𝑇(𝑢𝑢)|
|𝑇𝑇(𝑢𝑢)|                                                         (15)  

 
The definition of F1_score is:  

𝐹𝐹1_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 2𝑃𝑃𝑃𝑃
𝑃𝑃+𝑅𝑅

                                                         (16)  

Where P and R denotes precision and recall, respectively. R(u) represents a recommended 
list of items for user u, T(u) represents a set of items that have interactions with user u in the 
test set. 
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4.4 Experimental Results  

4.4.1 Rating prediction performance comparison  

In order to demonstrate the performance of respective methods, we conduct a series of 
experiments to compare with our proposed model. Table 3 shows experimental results of 
respective methods.   
 

Table 3. Rating prediction performance comparison on three datasets 

Methods 
MovieLens-100K MovieLens-1M Epinions 

RMSE MAE RMSE MAE RMSE MAE 

PMF 0.9217 0.7112 0.8788 0.6910 1.4665 0.9837 
TrustSVD 0.8524 0.6572 0.7462 0.6032 1.1468 0.8598 

DAE 0.8122 0.6249 0.7342 0.5887 1.1120 0.8475 
I-AutoRec 0.8219 0.6387 0.7428 0.5968 1.272 0.8501 

CDAE 0.7882 0.6024 0.6984 0.5613 1.0723 0.8288 
CDL 0.7677 0.5912 0.6812 0.5532 1.0542 0.8075 

ASDAE 0.7453 0.5743 0.6701 0.5323 1.0301 0.7872 
 
From Table 3, we can find: 

1) On three datasets, the accuracy of our proposed model is superior to the other 
state-of-the-art methods, and our method has excellent performance. For example, compared 
with the optimal results of CDL, CDAE, DAE, I-AutoRec, TrustSVD and PMF on 
MovieLens-1M dataset, the RMSE of our method improved 1.63%, 4.05%, 8.73%, 9.79%, 
10.20% and 23.75%, respectively. ASDAE model can learn more accurate user’s preference 
by integrating auxiliary information with rating information. That is, the accuracy of 
ASDAE is the best among all the baseline methods. The effective use of auxiliary 
information is more important for the fewer number of rating information especially for new 
users or items. CDAE also uses SDAE model, but it only injects users’ preference into 
hidden layer of SDAE, so the performance of CDAE model is less than our proposed 
method. CDL combines SDAE with probabilistic model and is a strong baseline method. 
However, our proposed method can beat CDL on all three datasets. 

2) The performance of ASDAE, CDL, CDAE are better than DAE on three datasets. For 
example, on MovieLens-100K dataset, compared with the optimal results of DAE, the 
RMSE of ASDAE, CDL and CDAE improved 8.24%, 5.48%, 2.95%, respectively. The 
reason is that ASDAE, CDL, CDAE are use SDAE model which stacks several DAEs 
together to learn users’ latent representation. They have more accuracy than DAE. 

3)We can observe that ASDAE, CDL, CDAE and DAE achieve better performance than 
I-AutoRec. For example, on Epinions dataset, compared with the optimal results of 
I-AutoRec, the RMSE of ASDAE, CDL, CDAE and DAE improved 8.73%, 6.56%, 4.94%, 
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1.37%, respectively. The reason is that I-AutoRec use AE for collaborative filtering. 
However, ASDAE, CDL, CDAE and DAE use DAE which corrupts the inputs before 
mapping them into the latent representation, they can learn more robust features than AE.  

4) The performance of PMF is the worst among all approaches. Since PMF only uses 
rating matrix to factorize, ignores auxiliary information, it’s also verifying that auxiliary 
information can greatly improve the accuracy of recommendation. 

4.4.2 Top-k recommendation performance comparison  

We also conduct a series of experiments to compare our proposed method with the baseline 
methods on top-k recommendation performance. Table 4 shows experimental results of 
respective methods.   

Table 4. Top-k recommendation performance comparison three datasets 

Methods 
MovieLens-100K MovieLens-1M Epinions 

P@20 R@20 F1_score P@20 R@20 F1_score P@20 R@20 F1_score 

PMF 0.14 0.12 0.1292  0.15 0.14 0.1448  0.13 0.11 0.1192  
TrustSVD 0.16 0.15 0.1548  0.17 0.16 0.1648  0.15 0.13 0.1393  

DAE 0.20 0.18 0.1895  0.23 0.21 0.2195  0.18 0.17 0.1749  
I-AutoRec 0.18 0.16 0.1694  0.20 0.18 0.1895  0.17 0.14 0.1535  

CDAE 0.23 0.21 0.2195  0.24 0.22 0.2296  0.20 0.19 0.1949  
CDL 0.25 0.24 0.2449  0.26 0.25 0.2549  0.23 0.21 0.2195  

ASDAE 0.27 0.25 0.2596  0.28 0.26 0.2696  0.25 0.22 0.2340  

 

From Table 4, we can find: 
1) On three datasets, our proposed model is superior to the other state-of-the-art methods 

on three metrics and has the best top-k recommendation performance. For example, 
compared with the optimal results of CDL, CDAE, DAE, I-AutoRec, TrustSVD and PMF on 
MovieLens-1M dataset, the F1_score of our method improved 5.77%, 17.44%, 22.80%, 
42.29%, 63.54% and 86.15%, respectively. ASDAE model can learn more accurate user’s 
preference by integrating auxiliary information with rating information. That is, the top-k 
recommendation performance of ASDAE is the best among all the baseline methods. The 
effective use of auxiliary information is more important for the fewer number of rating 
information especially for new users or items.  

2) The top-k recommendation performance of ASDAE, CDL, CDAE are better than DAE 
on three datasets. For example, on MovieLens-100K dataset, compared with the optimal 
results of DAE, the P@20 of ASDAE, CDL and CDAE improved 35%, 25%, 15%, 
respectively. The reason is that ASDAE, CDL, CDAE are use SDAE model which stacks 
several DAEs together to learn users’ latent representation. They have more accuracy top-k 
recommendation performance than DAE.  



2326                                                   Mu et al.: Auxiliary Stacked Denoising Autoencoder based 
Collaborative Filtering Recommendation 

   

4.4.3 Impact of parameter 𝜹𝜹 and 𝝋𝝋 

In our proposed method, 𝛿𝛿 and 𝜑𝜑 are important parameters that affect the performance of 
recommendation. The parameter 𝛿𝛿 affects the effect of adding noise to ASDAE (𝛿𝛿 + 
𝜑𝜑 = 1). In the training process, the known ratings are corrupted through a certain masking 
ratio to simulate missing ratings, then train the SDAE to predict them. The smaller 𝛿𝛿 means 
that we are more dependent on reconstruction errors in our proposed model. In extreme case, 
such as 𝛿𝛿 = 0, the proposed model in this paper will completely depend on reconstruction 
errors to learn users’ latent feature vectors while ignoring prediction errors; conversely, the 
larger 𝛿𝛿  means that we give more weight to prediction errors. For example, 𝛿𝛿 =
1 and 𝜑𝜑 = 0 indicates that the method only uses prediction errors to learn users’ latent 
feature vector; conversely,  𝛿𝛿 = 0 and 𝜑𝜑 = 1  indicates that the method only uses 
reconstruction errors to learn users’ latent feature vector. In this experiment, we set 𝛿𝛿 from 
0.05 to 0.95 with 0.05 increments, and the parameter  𝜑𝜑 = 1 − 𝛿𝛿 . Fig. 7 shows the 
experimental results on three datasets.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Impact of parameter δ and 𝝋𝝋 

 
From Fig. 7, firstly, it can be seen that the parameter 𝛿𝛿 affects the performance of 

recommendation. Secondly, the value of RMSE showed a similar trend: With the increasing 
of 𝛿𝛿, RMSE decreased first and the predictive accuracy increased. After reaching the 
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optimal, RMSE increased with the increasing of 𝛿𝛿, i.e., the predictive accuracy decreased. 
Finally, on the three datasets, our proposed method achieved best performance when 
𝛿𝛿 = 0.6  and 𝜑𝜑 = 0.4. 

 

4.4.4 Impact of auxiliary information  

In this experiment, we compare the recommendation performance of ASDAE with SDAE, as 
shown in Table 4. ASDAE integrates rating information with auxiliary information as inputs 
to the SDAE, while SDAE only uses rating information as inputs. All experimental 
parameters of ASDAE and SDAE are the same. From Table 5, we can find that ASDAE can 
achieve more accurate than SDAE by integrating auxiliary information with rating 
information. The improvement of ASDAE on three datasets are significant. The RMSE of 
ASDAE is improved by 7.86%, 7.20% and 6.46%, and the MAE of ASDAE is improved by 
6.42%, 6.63% and 5.19% on three datasets, respectively. It’s also verifying that the effective 
use of auxiliary information can greatly improve the performance of recommendation. All 
above, experimental results show that the predictive accuracy of our method is superior to 
the SDAE. 
 

Table 5. Performance comparison of SDAE and ASDAE 

Methods 
MovieLens-100K MovieLens-1M Epinions 

RMSE MAE RMSE MAE RMSE MAE 

SDAE 0.8091 0.6137 0.7221 0.5571 1.1012 0.8303 
ASDAE 0.7453 0.5743 0.6701 0.5223 1.0301 0.7872 

Improved (%) 7.8853 6.4200 7.2012 6.2466 6.4565 5.1908 

 

4.4.5 Impact of masking noise 

In this experiment, we set different ratio of masking noise for comparison on MovieLens-1M, 
as shown in Fig. 8. We can find that as the masking ratio increased, the recommendation 
performance increased. When masking ratio increased more than 0.3, the recommendation 
performance decreased. While 𝛿𝛿 =0.6 and masking ratio=0.3, the performance of 
recommendation achieves the best.  

 

 

 

 

 



2328                                                   Mu et al.: Auxiliary Stacked Denoising Autoencoder based 
Collaborative Filtering Recommendation 

   

 

 

 

 

 

 

 

 

 

 

Fig. 8. Impact of different ratio of masking noise 

4.4.6 Training time comparison  

In this experiment, we conduct a series of experiment on model training time for comparison. 
Experimental results of different methods on training time as shown in Table 6. 
 

Table 6. The training time of different methods(MINUTE:SECOND) 

From Table 5, it can be seen that PMF has the least training time on all datasets. The 
reason is that PMF does not consider the effect of auxiliary information on the user latent 
feature vector when learning the latent feature of users or items. In terms of model training 
time, DAE and I-AutoRec are outperform other SDAE methods, such as CDAE, CDL, and 
ASDAE, this shows that SDAE methods introduced additional feature-assisted enhancement 
information (users’ preference), so it took more time to perform data pre-processing and 
model training, but the performance of the SDAE methods was improved compared with 
DAE and I-AutoRec. At the same time, the time spent is still acceptable. Our method is more 
efficient than CDAE and CDL on the three datasets.  

 

Methods MovieLens-100K MovieLens-1M Epinions 

PMF 13:15 17:27 20:52 
TrustSVD 17:27 20:38 26:36 

DAE 23:45 28:19 34:58 
I-AutoRec 24:20 29:27 35:41 

CDAE 27:19 38:07 49:23 
CDL 26:29 37:54 48:40 

ASDAE 25:17 35:25 42:37 
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All above, our proposed method outperforms other baseline methods in all experiments. 
In terms of the efficiency of model learning, our method is also better than the current 
mainstream SDAE-based approaches.  

5. Conclusion   

In this paper, we proposed a novel deep learning method named auxiliary stacked denoising 
autoencoder(ASDAE) based collaborative filtering recommendation model, the model learns 
the preferences of users from auxiliary information and rating information effectively. Firstly, 
we integrated auxiliary information with user’s rating information. Then, we designed a 
stacked denoising autoencoder based collaborative recommendation model to learn the 
preferences of users from auxiliary information and rating information. Finally, we 
compared our proposed method with baselines on the three datasets. Experimental results on 
real datasets showed that our proposed model outperforms state-of-the-art recommendation 
methods.  

In future work, this paper only considered auxiliary information with rating information, 
some possible information may improve the recommendation performance, such as users’ 
review information. User’s review information also reflects the user’s preference in some 
extent. The employment of user's review information as auxiliary information is the future 
research direction of this paper. In addition, in real scenarios, user often only provide 
implicit feedback information, such as purchase records, click records, etc. How to learn 
user's preference from the implicit feedback and use it to improve the recommendation 
performance is also the future research direction. Finally, different variants of autoencoders 
such as conditional variational autoencoders or marginalized denoising autoencoders are 
another the future research direction. 
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